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. ABSTRACT
@ In this paper, we study the least squares solutions of nonlinear matrix
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1. INTRODUCTION
In this paper, we consider the nonlinear matrix equations:
{x +AY'B=E

, 1.1
Y+CX'D=F -

where A, B,C, D, E, F arenorder complex matrices, X,Y are N order nonsingular matrices.

In 1970s, more and more scholars began to study the nonlinear matrix equations, J. Ortega [4] and
W. Rheinbold [5] researched the theoretical methods and numerical methods of the nonlinear matrix
equations (1.1). The nonlinear matrix equations are more complicated than linear matrix equations,
then we need further research about nonlinear matrix equations. Newton algorithm is a classical
method to solve nonlinear matrix equations, many new methods are improved by Newton algorithm.
The Newton algorithm and the Newtonian algorithm have many results, many scholars have made
improvement and amendment of Newton algorithm.

2. PRELIMINARIES

Definition2.1"”’According the raw(or line) of matrix, forming a long vector raw after raw (or line by
line), then carry out certain operations, we called it Matrix Vec Operator. In this paper we use raw

of matrix vec operator, if A= [aij] isMx N matrix, then matrix A can be expressed as:
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Definition2.2"® Suppose F is a true value function defined on the open domain D of then-

dimensional Euclid spaceR", ifF can be guided of XatD,

0, f.(x)= ag(x) ,i=12,---,m and each component function f, f,,-
X .
j
and we have:
a e
OX, OX,
F'(x)=(9,f(x)= : Co,
Ay .y
| 0%, OX, |

the matrix in the above is the Jacobi matrix of F .

the partial derivative

-, . is present at X of F ,

Property2.1° For any matrix A, B,C € C™", K is a constant, we have the following properties :

(1) A®B)®C=A®(B®C) ;
(2) (kKA)®B=A®(kB)=k(A®B) ;
(3) normally, we have A®B=B®A.

Property2.2"® For any matrix A, B,C € C™", K is a constant, we have the following properties :

(1) vec(A+B) =vec(A)tvec(B) ;

(2) vec(kA) = kvec(A) ;

(3) vec(ABC) = (C" ® A)vec(B).
3. SOME RESULTS

We use the least squares method to solve the nonlinear matrix equations (1.1), which can be

transformed into the following form:
|X +AY*B—E| +|Yy+CX*D-F| =min.

First, we let the real valued function:
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f(X,Y)
=[x +AYB-E[ +|y +Cx D~ F
=||[E|" +|F| +tr(X"X)—2tr(ETX) + 2tr (X" AY 'B)
~2tr(ETAY 'B) +tr(BTY TATAY 'B) +tr(Y'Y) - 2tr(FTY)
+2tr(YTCX D) — 2tr (FTCX D) +tr(D" X "C"CX D)
Theorem3.1 IfAB,C,D,E,F eC™", the least squares solution of the nonlinear matrix
X+AY'B=E
Y+CX'D=F
Proof : we can get partial derivative of the real valued function f (X,Y):
of (X,Y)
X :a—x
=—2E+2AY 'B+2X -2X'C'YD'X T
+2X TCTFD'X T —2X'C'CX'DD" X'
=2(AY'B+X -E)-2X"CT(CX'D+Y-F)D' X'
_of (X,Y)
ooy
= 2F+2CX'D+2Y -2Y TATXBTY '
+2Y TATEB'Y T —2Y TATAY 'BBTY T
—2(Y +CXD—F)—2Y AT (X + AY*B—E)B'Y

If f (X,Y) reaches extreme value at a point, we have:

equations{ is equal to minimum point of the real valued function f (X,Y).

ot (X.Y) 0
X xxwon

ot (X.Y) o
N v

We also have:
X, +AY,'B—E=X,"C"(\,.+CX.'D-F)D" X, T, (3.2
{Y* +CX'D-F =Y, A" (X.+AY.,'B-E)B"Y, . (3.3
Substituting (3.2) into (3.3), we get:
Y. +CX,'D-F =Y, TATX,"C"(Y.+CX.'D-F)D" X, "B"Y, ",
Y. +CX,'D-F = (CX.'AY. ) (Y. +CX.'D—F)(Y.'BX.'D)".
So we haveY, +CX,'D—F =0,similarly, we can get X, + AY,'B—E =0, X,,Y.are the least

squares solution of nonlinear matrix equations.
X+AY'B=E
Y+CX'D=F

Then we can get the least squares solutions of the nonlinear matrix equation {

is equal to the minimum point of solving real valued function f (X,Y).
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3.1 The steepest descent method for solving equations(1.1)

The steepest descent method is also known as the gradient method, it was proposed by famous
mathematician Cauchy in 1867. It is the oldest way of analytic methods and the basis of the
optimization method.

The process of steepest descent method is like blind down the mountain. We determine the initial

. . . . X = Xo +a Py .
matrix X, Y,and the direction p, , p, , the line * passing (X,,Y,)
e Y =Y, +ap,

and its downhill direction is pxo, pYD , then we makes a point on the line for all real numbers &, we
get:

f(Xo+apy, Yot aphy,) S f(Xg+apy,,Yo+ap,).

In the line, f (X,Y) reaches a minimum value at X,,Y,, then we determine the downhill Py, Py, and

X=X +a Py,
continue next step operation on the line , we find ¢ that make f (X,Y) reaches a
Y=Y +ap,

o ) X, =X, +a4Py,
minimum value on the line , we let:
Y, =Y +ap,
f (X, +a1pX1,Yl+ale1) < f (X, +apy Y, +ale),
and so on, we can get &, &, --and Py, Py, Py s Py

pxk ) ka are search direction, ¢, is step length.First, we find the downbhill direction Py, + Py, of point

. [ X=X +apy
XY, , then we determine the step length ¢, of the line “,
Y =Y, +apy,
and we have:
fF(Xi +apy, Yo tapy )< F (X +apy Yo +ap,),
Finally, we can get X, ,, = X, + &, Py, -

First, we determine the direction of the downhill: the fastest direction of real value function
f(X,Y)is the gradient direction, so the negative gradient direction should be the reduce fastest

direction of f(X,Y), we can choose the direction of the downward for the negative gradient:

A (XY)
o oX X=X,,Y =Y,
=2X,TCT(CX,'D+Y,—F)D" X, —2(AY,'B+ X, —E)
_of(X,Y)
K ' N
=2Y, TAT (X, +AY, 'B-E)B'Y, " —2(Y, +CX, 'D-F)
Then determine the step length ¢, : we assume X, Y, and select downhill direction p, , p, on the

X =X, +apy
line
Y=Y +ap,

) o Xk+1:Xk+akpXk o
,sthen we leta, make f(X,Y)in line reach minimum,
Y =Y T4 Py,

and we let:
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of (X, +apy, Yy +apyk) _
oa

It is difficult to find out & of the trace in matrix, using dynamic change and adaptive method to«,

finding the best value of « .

3.2 The Newton method for solving equations(1.1)
Newton put forward iterative method for solving the nonlinear equation, this method is called
Newton algorithm. People have been using and improving Newton algorithm over the past three
hundred years and expanding the application of Newton algorithm. When we use Newton algorithm
solve the nonlinear equation, the convergence rate of the nonlinear equation is very fast. Newton
algorithm is still an important method for solving problems until now.

Newton algorithm is an important linearization method, its basic idea is to transform nonlinear
equation into linear equation step by step. Solving nonlinear equations is only an extension of
nonlinear equation.

We transform{X +A:YjA: Eto the general form of the two equations changed by the two
Y+B X B=F
variables :
f,(X,Y)=X +AY'B-E=0
{fz(X,Y) =Y +CX'D-F =0’
if we let F(X,Y)=(f,(X,Y), f,(X,Y))",0=(0,0)".
Then the above nonlinear equations can be rewritten as:
F(X,Y)=0,
fLOGY +AY) - £(X,Y) =X+ A(Y +AY)'B-E—(X +AY 'B-E)
=AY +AY)'B-AY'B
=AlY(I +Y'AY)]'B-AY'B
=A[(1 +Y'AY)'Y'IB-AY'B
=A[(I =Y 'AY +-- )Y ']IB-AY 'B
=AY -YTAYY ' +--)B-AY'B
=—AY 'AYY 'B+---
From the above derivation we can get:
f,(X,Y) = f,(X,Y) =AY (Y =Y, )Y, 'B ;
fL(X,Y) = £.(X,Y,) - AYk_l(Y _Yk)Yk_lB
=X+ AYk’lB -E- AYk’l(Y =Y, )Yk’lB
=X+ 2AYk‘lB - AYk‘lYYk‘lB -E
=X+ A(ZYk‘1 —Yk‘lYYk‘l) B-E
=0
Similarly, f,(X,Y)=Y +C(2Xk_1—Xk_lXXk‘1)D -F =0.
Then we can get:
FX.Y) =( f,(X ,Y)j =[ X + A(2Yf’1 —Y{lYYk’f)B— E j
f,(X,Y)) (Y +C@X =X XX, )D-F

So we can get the following formula:
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X - AYk’lYYk’lB =E- 2AYk’1B (3.4)
{Y—CXSXXk_lD:F—ZCXk_lD (3.5)°
Substituting X of formula (3.4) into formula (3.5) yields:
Y —CXk’l(E —2AYk’lB + AkalYYk’lB)Xk’lD =F- 2CXk’lD ;
SubstitutingY of formula (3.5) into formula (3.4) yields:
X - AYk_l(F —2CXk_1D +CXk_lXXk_lD)Yk_1B =E- 2AYk_lB .
Then we can get :
Y —CXk’lAYk’lYYk’lBXk’lD =F - 2CXk’lD +CXk’l(E - 2AYk’lB)Xk’1D
{X - AYk_1CXk_lXXk_lDYk_lB =E- 2AYk_1B + AYk_l(F - 2CXk_1D)Yk_1B .
If we let
P= CXk_lAYk_l,Q =Yk_1BXk_1D, R=F —2CXk_1D+CXk_l(E—ZAYk_lB)Xk_lD;
S= AYk’lCXk’l,T = Xk’lDYk’lB,W =E —2AYk’1B+ AYk’l(F —ZCXk’lD)Yk’lB,
then the above iterative equations are transformed into:
Y-PYQ=R (3.6)
{X —SXT =W (3.7)
So nonlinear matrix equations can be transformed linear matrix equations . For getting X,Y , we can
do the following:
Straighten the operation with (3.6) on the left and right sides of the matrix:
vec(Y)—vec(PYQ) =vec(R)
vec(Y)—(Q" ® P)vec(Y) = vec(R)
(1 -Q" ®P)vec(Y) = vec(R)
vec(Y) =(1 -Q" ® P)*vec(R)
Straighten the operation with (3.7) on the left and right sides of the matrix:
vec(X)=(1-T" ®S)vec(W).
Then we can get:
vec(Y) = (1 -Q" ® P)*vec(R)
{vec(X) =(1-T"®S) ™ vec(\W)
The iterative equation of the Newton algorithm is as follows:
vec(Y, ,)=[1- (Yk’lBX k’lD)T ®(CX k’lAYk’l)]’lvec(cSk +CX 1:17k Xk’lD)
{vec(XM) =[1 - (X,'DY,'B)" ® (AY,'CX )] 'vec(y, + AY,'6,Y,'B)’
where 5, = F —2CX,'D, y, = E—2AY,'B.
Algorithm3.1(Newton algorithm)
(1)Initialize: we give the initial approximation matrix X, Y, and iterative number N ;
(2) Iteration: fork =0,1,2---, if k < N, then following the iteration equation,
vec(Y,.,) =[1 - (¥, "BX, D) ® (CX,*AY, )] 'vec(s, +CX,'%, X, 'D)
{vec(xkﬂ) =[1-(X,'DY,'B)’ ® (AY,'CX )] *vec(y, + AY,'5,Y,'B)’
where 5, = F —2CX,'D, y, = E—2AY,'B, restore the matrix X, ,,Y,,,before the operation of

matrix vec operator;Otherwise, we turn to (5);
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0)

(3)If we have iterated K steps as above,we get f,(X,,Y,), f,(X,,Y,)and f,(X, ,,Y,.1):

fZ(Xk+l’Yk+1);
(4) If ” f.(X, 1Yk)||2 +|| f, (X ’Yk)”Z < ” fl(Xk+l’Yk+1)||7_ +|| fz(xk+11Yk+1)||2 , welet:

X =X, +@=2A)X, .,
Y =AY, + (1= A)Y,

+17/

where A € (0,1], the initial value of Ais 1, we halve the processing means A zg, output X,Y

and let f,(X,.,,Y,..) = f,(X,Y), £,(X,.1,Yer) = F,(X,Y), until the conditions are not satisfied
and then jump out of this cycle (2);

(5)End.

4. NUMERICAL EXAMPLE

In this section, we give a numerical example to illustrate the efficiency of Algorithm 3.1, and all
the tests are performed by MATLAB, version 7.0.

Example In the solution(1.1), A,B,C,D, X,Y are defined byrand (n, n), then we get
E=X+AY'B,F=Y+CX'D, we have initial matrix X, = | Y, =

nxn? nxn?

y= |OglO<HE - X - A*Y’lAHF +HF -Y - B*X’lBHF ) , Fig 4.1 is depictsn =10 of change curve

between iteration steps k and residual y .
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Fig 4.1 The iterative number k with respect to residual y whenn =10

From Figure 4.1 we can get Newton algorithm for solving (1.1), the nonlinear matrix equations is
convergent and converges rate is very fast.

From the Newton algorithm and the numerical examples, we get the convergence rate of Newton
algorithm is more faster than other methods for solving nonlinear matrix equations, but the

dependence on the initial value is very high, and the initial value of iteration XO,YO need very close
to X,,Y,. In this paper, we improve the Newton algorithm and overcome its dependence on the
initial value, the large amount of calculation make each step need to calculate Jacobi matrix
F'(X,,Y,), when Jacobi matrix F'(X,,Y,)singular or ill conditioned, it can not continue

calculations.
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